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Server-Centric communication prevents edge collaboration.
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LwM2M Objects, Resources and Access Control

 LwM2M Clients expose resources
 Resources are logically grouped into objects

 Objects accept multiple operations
 Read, write, execute, create, etc.

 Access control policies apply to objects
 Determine which operations a server may perform

 Different servers may have different access
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Experimental Setup

 Inria Grenoble site

 350 nodes evenly spread

IEEE 802.15.4
2.4 GHz transceiver
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Firmware Size

C2C only requires additional 3% ROM and 1% RAM.
Authorization an extra 5% ROM.
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Notification Arrival Time

OSCORE shows 
slightly shorter 

times

Experiments using randomized topologies show the same results.
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Authorization Request & First C2C Operation

CoAP 
retransmissions

OSCORE credential distribution is slower
due to additional transmitted LwM2M object.
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Authorization Request & First C2C Operation

Initial C2C operation is slower with DTLS due to handshake.
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Maximum Goodput with One Hop

C2C goodput is 8 times higher than Server-Centric.
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Energy Consumption

C2C adds no energy overhead.
Using less hops reduces energy requirement.
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 We contributed
 A third party authorization mechanism for LwM2M Clients

 New LwM2M objects and extended interfaces for C2C communication

 An empirical performance analysis on real hardware

 Public and open source implementation of the extensions

 Our results show that
 C2C reduces data arrival times by up to 90%

 C2C yields a more reliable and 8 times higher goodput

 Our extensions produce a relatively small memory footprint

 In future work we will
 Analyse the applicability of ACE-OAuth framework to LwM2M

 Explore the integration with Group OSCORE for multiple observations
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Thank You!

Our code can be found online

https://github.com/inetrg/ipsn-2022-lwm2mc2c
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